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This study investigates employee behavior of unauthorized access attempts on information systems (IS)
applications in a financial institution and examines how opportunity contexts facilitate such behavior.  By con-
textualizing multilevel criminal opportunity theory, we develop a model that considers both employee- and
department-level opportunity contexts.  At the employee level, we hypothesize that the scope and data value of
the applications that an employee has legitimately accessed, together with the time when and location where
the employee initiates access, affect the likelihood of the employee making unauthorized access attempts.  At
the department level, we hypothesize that department size moderates the impact of employee-level contextual
variables on the likelihood of an employee making unauthorized attempts.  To test these hypotheses, we col-
lected six months of access log data from an enterprise single sign-on system of a financial institution.  We find
the hypothesized main effects of all employee-level contextual variables and department size are supported. 
In addition, department size reinforces the effects of data value, off-hour access, off-site access, and their
interaction term, except for that of scope, on the outcome variable.  Robustness analyses indicate that the
proposed model does not align with those employees who might not know the systems well enough or who might
make honest mistakes.  We also discuss the theoretical and practical implications of the study.
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Introduction

Insider threats pose significant risk to an organization’s digital
assets.  According to the 2015 Vormetric insider threat report
(Vormetric 2015), 89% of organizations surveyed believe
they are at risk from insider attacks, and 55% suggest pri-
vileged users pose the greatest internal threat to corporate
data.  Studies in behavioral information security have ex-
plored insiders’ psychological drives, including neutralization
(Siponen and Vance 2010; Willison and Warkentin 2013),
moral beliefs and reasoning (Myyry et al. 2009), and dis-
gruntlement (Willison and Warkentin 2013), among others,
that motivate offenses, for example, violating information
systems policies or abusing IT resources (Cram et al. 2018). 
However, it is unclear how insider threats to digital assets
eventuate from individual, unique circumstances.2  An investi-
gation in this regard is necessary for developing effective
situational prevention mechanisms to mitigate insider threats
as opportunity is more tangible than motive (Padayachee
2016; Willison and Siponen 2009).  

Criminal opportunity is a function of to the amount of con-
vergence between a motivated offender and a suitable target
(Cohen and Felson 1979; Wilcox et al. 2003).  The oppor-
tunity that arises in an environment is often assumed to be a
necessary (if not sufficient) condition for a motivated offender
(i.e., someone primed to offend) to commit an offense or
crime (Cohen and Felson 1979; Hindelang et al. 1978; Wilcox
et al. 2003).  The absence or presence of opportunity leads to
when and where a crime takes place.  Understanding
opportunity and its structure is critical to designing effective
crime prevention mechanisms.  Criminal opportunity contexts
refer to the social, physical, individual, and environmental
conditions that facilitate criminal opportunity by influencing
the supply of suitable targets, ineffective guardianship, and
their possible overlap, given a potential offender with criminal
inclinations or motives (Wilcox et al. 2003).  Adapting the
opportunity structure for crime (Clarke 1995), Willison
(2002) describes a conceptual model for computer input fraud,
referred to as crime-specific opportunity structure.  The model
provides a holistic conceptualization and urges consideration
of the relationships between offender, organizational contexts,
requisite safeguards, and the departments responsible for
them.

Recognizing the importance of opportunity in offense occur-
rence and the interdependence between the activities and
behavior patterns of victims and the decisions and behaviors
of offenders (Wilcox et al. 2003), some studies have exam-
ined how environmental settings (or opportunity contexts)

influence the victimization risk of targets (Miethe and Meier
1990).  In investigating the causes of cybercrime victimiza-
tion, prior studies suggest that an individual’s online lifestyle
patterns—indicated by daily online activities or choices that
provide or inhibit criminal opportunity—affect one’s likeli-
hood of becoming a victim of cybercrime (Holt and Bossler
2008).  In investigating the attack proneness of information
systems3 in a financial institution, Wang, Gupta, and Rao
(2015)4 suggest that IS applications’ victimization risks are
significantly influenced by application characteristics re-
flecting target suitability and the absence or presence of
guardians in surroundings.

Through a victim perspective, those studies quantify the risks
for a potential target.  Their findings enable the development
of effective mitigation strategies that largely rely on modi-
fying the characteristics or behavioral patterns of a target to
reduce suitability for potential attacks.  However, such stra-
tegies could be difficult to implement when the characteristics
and/or behavioral patterns of the target, such as an IS applica-
tion, are difficult to change.  Furthermore, such a perspective
does not provide useful direct insights regarding potential
offenders’ behaviors and how opportunity contexts can foster
illegitimate acts.  A systematic theorization and empirical
validation of how opportunity contexts drive malicious acts
with regard to digital assets could guide organizations on how
to develop pragmatic intervention strategies to alter the
behaviors of potential offenders (Padayachee 2016; Willison
and Siponen 2009).

Taking the perspective of potential offenders, this study
focuses on aspects of what is known in the practitioner world
as user behavior analytics.5  User behavior analytics involves
the examination of historical data logs to identify anomalous
patterns of behavior both by legitimate and malicious users. 
It is a means for organizations to counter likely digital crimes
that pose risk to systems in organizations.  In a corporate
environment, it involves monitoring of the network, the em-
ployees, and the assets.6  In particular, this paper investigates
employee behavior of making unauthorized attempts to access
applications or web resources without appropriate privileges
(e.g., read, write/modify, and execution).  As employees could

2See Appendix A for a review of relevant literature.

3We use the terms information systems and information systems applications
interchangeably to refer to software programs designed to perform a function
or suite of related functions.

4 See Appendix B for a detailed comparison of Wang, Gupta, and Rao and
the current study.

5 http://searchsecurity.techtarget.com/definition/user-behavior-analytics-UBA

6https://www.securityondemand.com/news-posts/exactly-behavioral-
analytics/

602 MIS Quarterly Vol. 43 No. 2/June 2019



www.manaraa.com

Wang et al./Unauthorized Access Attempts on Information Systems

gain access to certain organizational data that they probably
should not have, unauthorized access attempts may point to
the loopholes in an organization where there is a lack of ade-
quate policies and safeguards, and the potentially damaging
consequences (Shaw et al. 1999).  Thus, both the industry and
academic researchers consider unauthorized access attempts
as a key risk indicator of insider threats.  A key aspect of cor-
porate control and risk management strategies is to execute
suspicious activity monitoring that tracks unauthorized access
attempts employees make on information system applications
(Davis 2010, 2011).

This study contextualizes multilevel criminal opportunity
theory (Wilcox et al. 2003) to the domain of insider threats
and expounds on opportunity contexts.  It carries out multi-
level analyses that incorporate contextual variables at both the
employee and department levels to explain employees’ unau-
thorized access attempts.  Multilevel models provide a con-
venient analytical framework with concordance between
theoretical approaches and statistical analyses for data with a
hierarchical structure.  At the employee level, we hypothesize
that the scope and data value of the applications that an
employee has legitimately accessed, together with the time
when, and the location where, the employee initiated the
access, affect the likelihood of unauthorized attempts oc-
curring.  At the department level, we hypothesize that
department size moderates the impact of the employee-level
contextual variables on the likelihood of unauthorized
attempts occurring.

For hypothesis testing, we gathered application access logs
spanning six months (February–July 2014) from an enterprise
single sign-on system (ESSO) in a financial institution in the
northeast United States.  According to the results, the effects
of all employee-level contextual variables and department size
on the likelihood of employees having unauthorized access
attempts are significant.  In addition, department size moder-
ates the effects of data value, access time, access location, and
their interaction, except for the effect of scope.  Robustness
analyses show that the variables do not well explain unautho-
rized attempt behavior of employees who are new to the
systems (i.e., in their first one or two months of using the
system).  The analyses suggest that the proposed model may
be a better fit for the behavior of those employees familiar
with the systems who are more likely to make rational,
intentional choices in their system access rather than
unintentional mistakes.

Based on a natural setting in a financial organization, this
study is one of the first to systematically explore how oppor-
tunity contexts drive employee behavior toward information
systems.  It provides empirical evidence for the important role
of opportunity contexts in understanding insider threats. 

While most studies of insider threats focus either on the
impact of individual characteristics and organizational factors
on insider behavior (Cram et al. 2018; Teodor et al. 2014) or
conceptually discuss the use of situational prevention tech-
niques in mitigating insider threats (Padayachee 2016;
Willison and Siponen 2009), this study bridges the literature
gap by empirically illustrating the effects of opportunity
contexts on insider behavior.  From a practical point of view,
our study will enable security managers to understand how
employee behaviors change across access contexts so that
management can create a dynamic risk profile of employees
without relying solely on static attributes, such as demo-
graphics and personality.7  Moreover, nowadays more and
more organizations offer employees flexible work arrange-
ments.  Therefore, as the contexts within which employee
access to information systems vary, such a trend brings new
challenges to information security management.  A study that
can offer insights on how insider threats have shifted due to
this workspace change can inform the design and implemen-
tation of more effective security management practices at
organizations.

Theory and Hypothesis Development

Multilevel Criminal Opportunity Theory

Stemming from rational choice assumptions, multilevel
criminal opportunity theory (Cohen and Felson 1979; Hinde-
lang et al. 1978; Wilcox et al. 2003) integrates routine activity
and social disorganization theories.  The theory is concerned
not with criminals per se (for example, their asocial tenden-
cies) but with how criminal opportunity contexts affect the
occurrence of crime.  Its fundamental premise is that oppor-
tunity contexts at both the individual and community level
need to be more or less favorable for offenses to occur
(Wilcox et al. 2003).8

Criminal opportunity exists at the intersection of motivated
offenders, suitable targets, and ineffective guardianship
(Cohen and Felson 1979; Hindelang et al. 1978; Wilcox et al.

7We thank a Vice President and Manager of Information Security at the
financial institution for these comments.

8Multilevel criminal opportunity theory assumes criminal inclination as a
given and downplays individual motivations for crimes (i.e., what drives
some individuals to offend).  There are no defining characteristics that distin-
guish those who are highly motivated and those who are not (Wilcox et al
2003).  In this paper, we do not assume criminal inclinations to be universal
and constant among all insiders.  As reflected in our regression models, we
acknowledge there may be individual differences among potential offenders. 
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Figure 1.  Varying Criminal Opportunity for a Potential Offender (Adapted from Wilcox et al. 2003)

2003).  Figure 1 illustrates varying degrees of criminal oppor-
tunity given a potential offender (referred to as situations in
the figure).  In situations with a larger size of suitable targets
(Situation 2) or ineffective guardianship (Situation 3), there is
a larger convergence (compared with Situation 1).  Even with
the same potential offender, suitable targets, and ineffective
guardianship, the amount of convergence (i.e., opportunity)
may vary in different occasions (Situation 4 versus Situation
5).  For instance, the larger overlap in Situation 5 versus Situ-
ation 4 could be a result of inadequate social control at the
community level (Kornhauser 1978).  Along these lines,
multilevel criminal opportunity theory seeks to explain the
likelihood of criminal acts as a function of circumstantial
determinants at different levels that influence suitable targets,
ineffective guardianship, and their likelihood of convergence
for a given offender (Wilcox et al. 2003).

At the individual level, from the perspective of potential
offenders, opportunity contexts are the factors defining their
awareness of suitable targets and realization of ineffective
guardianship (Wilcox et al. 2003).  Individuals carry out
regular activities in the environment, referred to as “action
space,” with which they are familiar (Horton and Reynolds
1971).  Through their movements and gleaning of knowledge
in the action space, potential offenders develop an “awareness
space” via a process of cognitive mapping in which they

classify and code the information gathered (Bernard-Butcher
1991).  The awareness space includes the surrounding areas
that potential offenders are aware of but are not as familiar
with as the action space (Bernard-Butcher 1991).  As they
move in their awareness space, offenders make conscious or
unconscious mental notes on the desirability of certain targets
(Bernard-Butcher 1991).  They search their awareness space
to identify criminal opportunity and look for suitable targets
(Brantingham and Brantingham 1991).  With more knowledge
of the environment, offenders can better estimate and mini-
mize their risk, find where the most suitable targets are, and
improve their chances of success (Van Daele and Beken
2011).  In fact, offenders commit a majority of crimes in areas
they visit during their routine activities (Brantingham and
Brantingham 1991; Van Daele and Beken 2011).  An
offender’s awareness space may change based on new
information and as a result of searching (Andresen et al.
2016).  With a larger awareness space, potential offenders
have a broader target search area and are more likely to find
targets in more places (Canter and Youngs 2008).

At the community level, opportunity contexts refer to the set
of ambient characteristics of a community and include such
constructs as aggregated target suitability (e.g., student enroll-
ment in a school context) and aggregated capable guardian-
ship (e.g., frequency of police patrols in a neighborhood con-
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text) (Wilcox et al. 2003).  As cyberspace is a different envi-
ronment (Yar 2005), the opportunity for insider threats on
digital assets resides in the virtual space generated by
insiders’ interconnection of information system applications 
and the traditional organizational environment consisting of
the social situations in groups or departments (Willison
2006b).

Regarding the effects of community contexts, multilevel
criminal opportunity theory largely draws upon social dis-
organization theory; it argues that the ecological character-
istics of community produce social disorganization, which
then gives rise to criminal acts (Kornhauser 1978; Wilcox et
al. 2003).  Linked to the effectiveness of social control in a
community, characteristics such as size are often used to
understand crime rate (Wilcox Rountree and Land 1996). 
Moreover, community-level factors can moderate the relation-
ship between individual-level factors and crime (Wilcox et al.
2003).  Multiple-level analyses of criminal opportunity usu-
ally emerge from the interaction among factors at individual
and community levels.  As opportunity contexts at different
levels operate either individually or interactively, the relation-
ship between individual-level factors and crimes is not
uniform across communities.  Also, the effect of individual-
level target attractiveness and guardianship on victimization
risk may be correlated with neighborhood socioeconomic
status (Kennedy and Forde 1990).

Research Model and Hypotheses 

Multilevel criminal opportunity theory provides a theoretical
lens to investigate how opportunity contexts may affect em-
ployees’ behavior of making unauthorized access attempts on
IS applications.  Following this lens, we consider opportunity
contexts for unauthorized access attempts at both the em-
ployee and department levels (Table 1).  Figure 2 presents the
research model and hypotheses.

Employees’ Behavior of Unauthorized
Access Attempts

Indicators of a potential insider threat can be separated into
four categories:  recruitment, information collection, informa-
tion transmittal, and general suspicious behavior (Center for
Development of Security Excellence 2018).  For the purposes
of this paper, we focus on the categories of information
collection and general suspicious behavior.  Indicators of
information collection include acquiring access to automated
information systems without authorization and seeking to
obtain access to critical assets inconsistent with present duty
requirements.  Indicators regarding general suspicious behav-

ior include attempting to expand access to critical assets by
repeatedly volunteering for assignments or duties beyond the
normal scope of responsibilities and performing repeated or
unrequired work outside of normal duty hours, especially
unaccompanied.  Recruitment is a human resources issue and
information transmission is in the context of exfiltration of
information from inside the organization to outside; both are
beyond the scope of this paper.

Thus, being able to track insiders to understand their levels of
individual risk would help in risk assessment across each
insider’s activities.  The solution is user activity monitoring
(Velez 2015), which looks at behavior and spots trends.  This
allows an analyst to cut through the large number of alerts,
determine the situation, and take action to stop an insider
threat.  In this study, we track employees’ unauthorized at-
tempts to access applications or web resources without the
appropriate privileges (e.g., read, write/modify, and execu-
tion).  These are captured by the management consoles of the
security logs that watch for failed use of privileges, failed
attempts to access and modify files that an employee should
not have access to, unauthorized attempts to upload files to a
directory containing executable files, etc.9   For an insider,
unauthorized computer access is usually a process of trial and
error (Dunne 1994).

We consider insiders’ behavior of repeated attempts to access
information for which they do not have authorization as the
outcome variable.  This behavior has been seen to be in-
herently destructive and wasteful (Dunne 1994).  Information
security managers often hope that effective deterrents for such
behavior are in place.  We anticipate that the results will help
to develop antidotal deterrent mechanisms that can be used by
information security managers in the context of discouraging
unauthorized access of information assets as well as assisting
them with designing response mechanisms to mitigate risks
from such attempts.  The findings could be used to develop
effective ways of reducing unauthorized access to critical
digital assets.  

While unauthorized access attempts cannot be labeled as
offenses or crimes in a rigorous sense, in the words of the IT
security manager of the financial institution, “they are symp-
toms of noncompliance with rules and signals of potential
crimes.”  We believe such behavior is consistent with the
assumptions needed for the theory.  First, employees in
organizations such as financial institutions rely on information
systems to carry out tasks on a daily basis.  In other words,
accessing information systems is part of their daily routine
activities.  Second, like traditional crimes and offenses that
deviate from one’s normal activities, unauthorized access at-

9http://www.nsi.bg/nrnm/Help/iisHelp/iis/htm/core/iidetsc.htm
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Figure 2.  Research Model and Hypotheses

tempts deviate from one’s daily job routines in which only
authorized applications are needed to execute job tasks (Cum-
mings et al. 2012).  Because unauthorized access attempts
pose significant threats to information security, they are
regarded as red flags and prohibited by organizational policies
(Davis 2010, 2011).  Third, while unintentional attempts may
not be a result of rational choices, intentional attempts,
whether malicious or not, are based on an insider’s rational
consideration of the tradeoff between risks and benefits (Loch
et al. 1992; Willison and Warkentin 2013); that is, being
caught may lead to serious consequences and/or punishment,
yet successful access could be rewarded with immediate
gratification (e.g., satisfying one’s curiosity) or potential long-
term benefits (e.g., financial gains or competitive advantages)
(Shaw et al. 1999). 

In other words, intentional unauthorized access attempts could
be the result of insiders’ rational choices, as multilevel
criminal opportunity theory assumes offenses or crimes to be. 
In fact, Silowash et al. (2012) define a malicious insider as
someone who

has or had authorized access to an organization’s
network, system, or data … [and] has intentionally
exceeded or intentionally used that access in a man-
ner that negatively affected the … organization’s
information or information systems (p. 3; emphasis
added).

Further, Costa et al. (2016, p. 1) have pointed out that “once
suspected malicious activity has been identified, organizations
perform forensic investigations of affected assets.”10 We

reached out to an IT security manager in the financial institu-
tion who confirmed that when there is suspicion of nefarious
activity, the application access logs are examined and unauth-
orized access attempts are given close attention.  Employees’
system access logs are retained for an extensive time period
for the purposes of regulation compliance, forensics examin-
ation, and internal investigations.   In addition, such logs are
used by a centralized log management system as a major data
source for investigation of potential malicious activities.

From Opportunity Contexts to Unauthorized
Access Attempts

As suggested by criminal opportunity theory, at the employee
level, we focus on the opportunity contexts that capture
employees’ awareness of targets and their realization of
ineffective guardianship.  We capture employees’ knowledge
and awareness space of the existence and whereabouts of
applications in terms of two dimensions:  scope and data
value of accessed applications.  Scope of accessed applica-
tions refers to the range of IS applications that are legitimately
executed by an employee.  Data value of accessed applica-
tions refers to the worth of the data possessed by the IS
applications that are legitimately executed by an employee.
Given that the basic access control policy is on a need-to-
know basis, these two dimensions characterize an employee’s
legitimate systems behavior confined within his or her daily
tasks (that may change from time to time).  As discussed in
detail in the following subsection, we hypothesize that when
employees have broader accesses to information applications,
it is more likely for them to make unauthorized access at-
tempts (H1); and that when employees have accesses to more
valuable data, it is more likely for them to make unauthorized
access attempts (H2).10We thank an anonymous referee for alerting us to this citation.
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Table 1.  An Extension of Multilevel Criminal Opportunity Theory to Insider Threats

Theoretical Framework Construct Definition

Offenses (DV)
Unauthorized access
attempts

The likelihood of an employee making repeated access
attempts on an application for which he or she has no
privileges.  

Employee Level 

Awareness of
Targets 

Scope of accessed
applications 

The range of information systems applications that are
legitimately executed by an employee.  

Data value of
accessed applications 

The worth of the data possessed by the information
systems applications that are legitimately executed by an
employee.   

Realization of
Ineffective
Guardianship

Temporal realization
The likelihood of having ineffective guardianship at the
times when an employee initiates access.

Spatial realization
The likelihood of having ineffective guardianship at the
locations where an employee initiates access.

Department Level
Community
Context

Department size The size of the department that an employee belongs to.

We capture employees’ realization of the absence or presence
of effective guardianship via two key aspects of access con-
texts:  the temporal characteristic of when (termed as temporal
realization) and the spatial characteristic of where (termed as
spatial realization) an employee has initiated his or her appli-
cation access.  Temporal realization of ineffective guardian-
ship refers to the likelihood of having ineffective guardianship
at the times when an employee initiates access.  Spatial reali-
zation of ineffective guardianship refers to the likelihood of
having ineffective guardianship at the locations where an
employee initiates access.  We hypothesize that (1) when
employees access at a time when there is more likely to be
ineffective guardianship, they are more likely to make unau-
thorized attempts (H3); (2) when employees access from
locations where there is more likely to be ineffective guar-
dianship, they are more likely to make unauthorized attempts
(H4); (3) temporal and spatial realization of ineffective guar-
dianship reinforces each other’s impact on unauthorized
access attempts (H5).

At the community level, we focus on the effect of department
size.   In the pursuit of IS security, departments typically
develop and implement plans, policies, etc., to ensure the
security of information resources, along with user training
programs and governance structures to promote compliance
(Warkentin and Johnston 2008).  As each department has
unique characteristics beyond individual characteristics of
group members, group characteristics need to be examined
independently (Suleiman and Watson 2008).  In particular,
group size has been used to explain different social phenom-
ena in technology (Alnuaimi et al. 2010; Suleiman and
Watson 2008), for example, social loafing in technology-
supported teams.  Similarly, in the management and psych-
ology literature, unit size has been one of the most studied

group characteristics (Thomas and Fink 1963).  Larger unit
size has been found to be associated with lower levels of job
satisfaction and group cohesiveness (Muchinsky and Tuttle
1979; Shaw 1981).  However, this attribute has been mea-
sured in different ways, such as the number of employees,
sales, market cap, and the number of installed IT platforms
(Kotulic and Clark 2004), among which the number of em-
ployees, as operationalized in this paper, is the most popular
(Raymond 1990; Thomas and Fink 1963).   We hypothesize
that department size is positively correlated to unauthorized
access attempts (H6a).  Moreover, it reinforces the effects of
employee-level contextual variables (H6b–H6f).

Awareness of Target:  Scope and Data
Value of Accessed Applications

While knowledge about applications could be beneficial to
performing daily duties, it may also enable potential offenders
to become aware of the existence and whereabouts of poten-
tial targets (Willison 2000,2002).  Indeed, through legitimate
system activities, potential offenders develop an awareness
space that they can explore and examine to gather information
about risk factors as well as which applications may possibly
be exploited (Willison 2006b).  According to a CERT report
on insider theft in the United States (Spooner et al. 2013),
those who committed insider theft crimes often had some
level of authorized access to the information they stole.

Most applications connect with each other in various ways.
When employees have greater scope of access to several
applications, they may have more knowledge about the
systems as a whole.  In other words, insiders would develop
a larger awareness space and cognitive map with broader
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access to applications within the organization.  A larger
awareness space and cognitive map facilitates a broader
search that may help identify more suitable application targets
for unauthorized access.

Further, data and information of applications carries different
commercial values and may relate to trade secrets, sales and
marketing plans, new product plans, customer and supplier
information, and other proprietary data (MaRS 2009).  Data
and information of high commercial value has become the
prime target for cyber thieves (Panda Security 2012; Ponemon
2006).  In a typical case of insider threats, an insider could
steal valuable information for personal advantage or financial
gain (Sarkar 2010).  Employees often possess different
privileges to the applications and data that are relevant to their
daily work based on the need-to-know security principle.  For
instance, giving read (but not write) permission to a module
in a confidential application may prevent an employee from
modifying the relevant data.   As employees have access to
more valuable data in their daily tasks, the targets they
become awar of may be more suitable.  Thus, the temptation
and benefits of accessing beyond their privileges could be
higher (Winkler and Gomes 2016).  Further awareness of the
value of application data may also make it easier for an
employee to gain the data exceeding his or her privileges for
personal benefits or malicious purposes in a stealthier manner
and perhaps even under “a legitimate shield.”  Therefore, we
propose that

H1: When employees have greater scope of access to
information applications, they are more likely to
make unauthorized access attempts.

H2: When employees have access to more valuable data,
they are more likely to make unauthorized access
attempts.

Realization of Ineffective Guardianship:  Temporal
Realization, Spatial Realization, and
Their Interactions

Information system applications often include protective mea-
sures to deter and prevent unauthorized access (Wang, Gupta
and Rao 2015).  Solutions ranging from firewalls, intrusion
detection systems, and antivirus software serve as techno-
logical guardians, while network administrators, application
administrators, application auditors, and security staff act as
social guardians (Yar 2005).  However, individual activity
patterns in terms of locations and times of access make em-
ployees more or less proximate or exposed to capable
guardians in individual-level contexts (Wilcox et al. 2003). 

When employees access at the times (for example, off-hours)
when  and locations (for example, off-site) where there is not
likely to have effective guardianship, their chances of being
detected and caught will be lower, given that protection
measures, such as network administrators and application
auditors watching in real time, are less effective in deterring
and preventing unauthorized access (Straub and Welke 1998;
Willison 2006a).  Moreover, fewer social guardians such as
coworkers would be nearby, significantly decreasing the
chance of any offense being witnessed (Hamblen 2011). 
Therefore, we propose that

H3: When employees access at times when guardianship
is ineffective, they are more likely to make
unauthorized attempts.

H4: When employees access from locations where guar-
dianship is ineffective, they are more likely to make
unauthorized attempts.

When the convergence of the times when and the locations
where guardianship is ineffective create a vacuum of both
formal (such as organizational surveillance and system admin-
istrative personnel) and informal (such as coworkers) guar-
dianship, companies have greater difficulty monitoring insider
activities.11  Therefore, being discovered while engaging in
illegitimate activities in such situations would be less of a
concern for the insider (Groff 2007).  In other words, the
combination of the two situations (times and locations of
access) creates a guardian-abated environment and thus
amplifies criminal opportunity (Wilcox et al. 2003).  Based on
interviews with security specialists, Munshi (2013, p. 198)
stated that

insider threats increased by increased attempts to
access confidential files/folders from outside the
department … increased use of, for example, remote
access software, during off business hours.

Elmrabit et al. (2015) also show that in general, insider IT
saboteurs are often employees working at the times and
locations where there is an absence of effective guardianship. 
Information security think tanks, such as FS-ISAC,12 have
recommended monitoring remote user accounts for login
abnormalities, such as logins during non-normal working
hours (FS-ISAC 2016).  Therefore, we propose that

11https://www.observeit.com/blog/5-things-you-should-know-about-insider-
threats/

12The Financial Services Information Sharing and Analysis Center
(https://www.fsisac.com/).
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H5: The interaction between temporal and spatial
realization is positively associated with unauthorized
access attempts.

Community-Level Opportunity:  Department Size

We argue that insiders in a larger department are more likely
to take advantage of the opportunities present in their envi-
ronment for various reasons.  For one, compared with a small
department, a large one is more likely to experience problems
with communication, impersonalization, and bureaucratization
(Terborg and Lee 1984).  Also, it may exhibit less effective
supervision and control (Mullen et al. 1989); thus, oppor-
tunities for insider threats may be more likely to be exploited
(Willison 2002).  In addition, people learn through observing
others’ behavior, attitudes, and outcomes (Bandura 1977). 
Larger departments may allow for more information sharing
and learning (due to exposure to and interaction with more
people) about business processes and supporting systems, so
employees in larger departments tend to have wider
knowledge of system access.  In other words, they are likely
to form a larger awareness space and be able to find more
suitable targets.  Finally, given that more employees have
similar roles and types of access in a larger department, some
may believe that in the case of a realized data breach, the
chances of being detected or held accountable are relatively
low.  Therefore, we propose that

H6a: Employees from larger departments are more likely
to have higher unauthorized access attempts.

H6b: Department size reinforces the effect of scope of
accessed applications on unauthorized access at-
tempts.  In other words, scope of accessed applica-
tions is more likely to lead to unauthorized access
attempts for employees in a larger department.

H6c: Department size reinforces the effect of data value
of accessed applications on unauthorized access
attempts.  In other words, data value of accessed
applications is more likely to lead to unauthorized
access attempts for employees in a larger depart-
ment.

H6d: Department size reinforces the effect of temporal
realization on unauthorized access attempts.  In
other words, temporal realization is more likely to
lead to unauthorized access attempts for employees
in a larger department.

H6e: Department size reinforces the effect of spatial
realization on unauthorized access attempts.  In
other words, spatial realization is more likely to lead
to unauthorized access attempts for employees in a
larger department.

H6f: Department size reinforces the effect of the inter-
action of temporal and spatial realization on unau-
thorized access attempts.  In other words, the inter-
action of temporal and spatial realization is more
likely to lead to unauthorized access attempts for
employees in a larger department.

Data and Measurement

We collected access log data from an enterprise single sign-on
(ESSO) system at a financial institution in the northeast
United States.  The ESSO system integrates 34 applications
within the organization and allows employees to traverse
through different applications without repeated sign-in.  In
other words, users can attempt to access integrated applica-
tions without reauthentication.  The ESSO system tracks
users’ system logins and application access.  It logs authen-
tication acceptances (or AuthAccept) and authentication
rejections (or AuthReject) for successful and failed user
logins (for example, incorrect password).  The ESSO system
further tracks user access behavior after a successful login: 
An authorization acceptance (or AzAccept) is logged if the
user attempts to access an application (or a URL link) with
granted privileges, and an authorization rejection (or
AzReject) is logged if the user attempts to access an appli-
cation or resource without granted privileges.  Each record in
the ESSO log contains a user ID, timestamp, the application
or resource the user requested, and the result of an event
(success or fail).

We aggregated log entries into access sessions for further
analyses.  Sessions have been a popular unit of analysis
widely used in web analytics as a metric of website usage
(Weischedel and Huizingh 2006) as well as for operational
analytics, including characterizing search behavior (Wang,
Xiao, and Rao 2015) and identifying anomalies in networking
(Meiss et al. 2009).  A session is defined as a sequence of
URL requests from a uniquely identified user that expired
after a certain amount of inactivity.  To complete a certain
task, users normally visit a number of URL links in a
consecutive manner.  Because the standard time-out setting of
the ESSO system is 20 minutes, we used the time-out method
as in prior studies (Wang, Xiao, and Rao 2015) and consider
that a user starts a new session after being inactive for at
least 20 minutes.  In other words, if two log
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(a)  Number of Sessions and Percentage (%)
of AzReject

(b)  Percentage (%) of Sessions from External IP
and at Off-Hours

Figure 3.  Access Sessions

entries occurred within 20 minutes, they belong to the same
session of a user; otherwise, they belong to different sessions.

The dataset includes a total of 30,571,388 relevant entries
over the course of six months from February to July 2014.  In
total, we detected 1,469,014 sessions.  Figure 3(a) shows the
distribution and the percentages of those sessions containing
authorization rejections (i.e., AzReject).  Next, for each em-
ployee in a given month, we counted their total sessions
(TotalSess) and the number of sessions with unauthorized
access attempts (RejSess).   One concern regarding unauth-
orized access attempts observed in the log is that those may
be unintentional mistakes due to employees being unfamiliar
with their systems and privileges.  To alleviate this concern
and exclude those unauthorized attempts as being honest
mistakes as much as possible in the analyses, we implemented
a number of efforts as follows:

(1) We included only the employees present in all six
months.   Because new employees, or employees who do
not use the applications frequently, may be more likely to
make unintentional mistakes (rather than deliberate
attempts) due to their unfamiliarity with the systems and
their privileges, we consider that their behaviors are less
likely to satisfy the rational choice assumptions needed
to apply multilevel criminal opportunity theory.  For the
same reason, we excluded employees who had very few
records of system access (i.e., an average total number of
sessions is less than five per month).

(2) To further exclude those attempts that are more likely the
result of honest mistakes, we calculated the dependent
variable by only considering repeated unauthorized at-
tempts.  In other words, in a given month we did not con-
sider such an attempt from an the employee who tried to
access an application without authorization only once.

(3) For the sake of model identifiability and to ensure suffi-
cient numbers of observations within each group and the
numbers of groups, we excluded those departments with
less than 10 employees.

(4) We controlled for the average number of Active Days per
month of a user.  Generally speaking, frequent users are
more familiar with their privileges or applications
(Chehimi 2013; CPPA 2015; Warkentin et al. 1997) and
therefore less likely to make accidental attempts (Mag-
klaras and Furnell 2001).

For the scope of accessed applications, we counted the
number of distinct applications an employee accessed legiti-
mately in each month.  For data value of accessed applica-
tions, we first collected the confidentiality rating of the data
processed by each application and calculated the average of
those applications an employee had accessed legitimately in
that month.   To measure temporal and spatial realization of
ineffective guardianship, we first labeled the sessions as off-
hour access if initiated at a time outside of regular working
hours of the institution (i.e., between 7:00 a.m. and 7:00 p.m.)
on a working day or at any time on weekends and public
holidays, given that the institution has a very low percentage
of users whose regular job is offshore or outside of this inter-
val.  Also, we labeled sessions as off-site access if the initia-
ting IP address was in the Demilitarized Zone.  We then
calculated the percentage of off-hour access and the percen-
tage of off-site access per month for temporal and spatial
realization of ineffective guardianship.  As expected, during
off hours or at off sites, protection measures such as network
administrators and application auditors watching over them in
real time are less effective in deterring and preventing unau-
thorized access (Straub and Welke 1998; Willison 2006a). 
Moreover, fewer coworkers would be present, significantly
decreasing the chance of any offense being witnessed (Ham-
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Table 2.  Measurement Operationalization

Construct Operationalization

Unauthorized access
attempts

Percentage of access sessions with repeated unauthorized access attempts that an employee
had in a time period.  In other words, in our operationalization, we did not consider such an
attempt if the employee tried to access an application without authorization only once in a time
period.

Scope of accessed
applications 

Number of applications that an employee accessed legitimately in a time period.

Data value of accessed
applications

Average of the confidentiality ratings of the data processed by the applications that an
employee accessed legitimately in a time period.

Temporal Realization
Percentage of access sessions that an employee initiated at a time outside of the regular
working hours of the institution in a time period.  

Spatial Realization
Percentage of access sessions that an employee initiated from an external IP address in a time
period.

Department size
Average number of employees of a department that an employee belonged to across six
months.

blen 2011).  Figure 3(b) shows both plots, which remain
stable across the six months.  As for the size of a department,
we measured it by the average number of distinct users across
six months.   Table 2 summarizes the operationalization.

The final dataset includes a total number of 51,348 records
with 8,588 users from 56 departments.  The average number
of employees in a department is 152.821 with a standard
deviation of 444.666.  We used the percentage of sessions
with unauthorized attempts as the dependent variable.  This is
calculated as the ratio between the number of the sessions
with authorization rejection and the total number of the
sessions of an employee in a given month (i.e., RejPCNT =
RejSess/TotalSess*100).  Table 3 provides the descriptive
statistics of the metrics, and Table 4 shows the correlations
among those variables.  Because the regression models to be
fitted involve interaction terms, we centered all independent
variables with their means before performing regression
analyses to ensure they had meaningful zero values for an
appropriate interpretation of the main effects (Gelman and
Hill 2007; Hox 2002; Wang et al. 2011).  Such a mean-cen-
tered model is statistically equivalent to the model with
original measures (Wang et al. 2011).  Department size was
entered into the regressions after log transformation to reduce
its skewness (Gelman and Hill 2007).

Data Analysis and Results

The dataset has a hierarchical structure in which an employee
was observed over multiple months, and each employee
belonged to a department.  An employee’s behavior observed

at multiple time points may be correlated with and driven by
the same individual characteristics as opposed to contextual
variables.  Similarly, the behavior of employees from the
same department may be driven by department characteristics.

Using a multilevel model for such a dataset offers a number
of advantages (Bryk and Raudenbush 1992; Hox 2002; Wang
et al. 2011).  First, it allows us to examine the effects of con-
textual variables at different levels simultaneously.  It there-
fore avoids the Robinson effect, a phenomenon arising within
traditional methods wherein research tends to use aggregated
data to draw statistical inferences at the individual level. 
Second, a multilevel model can account for within-group
observation dependence.  From a statistical point of view, by
considering the hierarchical structure of the data, multilevel
models provide less biased and more statistically efficient
estimates of regression coefficients than the traditional ones
obtained by ignoring the hierarchical structure in the data. 
The estimates of standard errors, confidence intervals, and
significance tests generally are more “conservative.”  Third,
the multilevel model allows for the introduction of random
coefficients, hence, the model takes account of the hetero-
geneity of relationships and allows the effects of individual-
level contextual variables to vary across employees and
departments.  The model also allows examination of the
extent to which the variation in effects of these variables is
accounted for by department size.  This fits the research
model conceptualization (Figure 2).  Fourth, given the field
observation data in this study, the number of observed months
varies across employees and the number of employees differs
across departments; multilevel modeling is an effective
method for analyzing such data.
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Table 3.  Descriptive Statistics (n = 51,348)

Mean
Standard
Deviation Min Max

Total sessions in a month (TotalSess) 25.147 31.008 1 338

Percentage of sessions with rejections in a month (RejPCNT) .506 3.822 0 100

# Apps accessed in a month (Apps) 2.845 1.285 1 9

Confidentiality of applications accessed in a month (Conf) 3.142 0.744 1 5

Proportion of accesses initiated at off hours in a month (Off-hour) .096 .158 0 1

Proportion of accesses initiated from off sites in a month (Off-site) .116 .238 0 1

Table 4.  Correlation Coefficients

 TotalSess RejPCNT Apps Conf Off-hour Off-site

TotalSess – -.019*** .331*** .042***  .071*** -.095***

RejPCNT – – .011*** -.051***  .032*  .117***

Apps – – –  .003*** -.077*** -.081***

Conf – – – – -.065*** -.412***

Off-hour – – – – –  .107***

Off-site – – – – – –

***< .001; **< 0.01; *< 0.05; ^< 0.1

Model Specification 

To test our hypotheses, we specified a random-coefficient
model with three levels.  A random-coefficient model not only
allows the impacts of Appsijt, Confijt, Offhourijt, Offsiteijt, and
Offhourijt*Offsiteijt to be heterogeneous across employees and
departments, but also enables us to explore the interactions
among the variables at the different levels.  Let RejPCNTijt

denote the percentage of sessions with unauthorized access
attempts that employee i from department j has in month t. 
We first have the level-1 equation:

RejPCNTijt = β0i(j) + β1i(j)Appsijt + β2i(j)Confijt + 
β3i(j)Offhourijt +  β4i(j)Offsiteijt  + (1)
β5i(j)Offhourijt*Offsiteijt  + Ti + eijt

where Tt is the fixed-effects term for month t.  The level-1
error term eijt is independent and identically distributed (i.i.d.)
following a normal distribution with a mean of 0 and a stand-
ard deviation of σe.  The equation considers the level-1 inter-
cept β0i(j) and the slope βki(j) (including β1i(j) for Appsijt, β2i(j) for
Confijt, β3i for Offhourijt, β4i(j) for Offsiteijt, β5i(j) for Offhourijt

*Offsiteijt) to be random coefficients and vary across
employees.

Therefore, we have the level-2 (i.e., employee level) equa-
tions:

β0i(j) = Γ0j + δActiveDaysi + u0ij

βki(j) = γkj + ukij
(2)

where ActiveDaysi (i.e., employee i’s average active days per
month) is a control variable with a fixed effect (δ) to be
estimated for the intercept β0i.  The equation γkj (k = 0, 1, 2,
3,4, 5) is the average of the slopes in department j.  The level-
2 residuals ukij (k = 0, 1, 2, 3, 4, 5) represent how much the ith 

employee deviates from his or her departmental average; ukij

is i.i.d. following a normal distribution with a mean of 0 and
a standard deviation of σuk.  The level-2 equations capture
employees’ unobserved heterogeneity in criminal inclinations
by allowing the coefficients to vary from employee to
employee.

At level three (i.e., the department level), we consider that
γkj(k = 0, 1, 2, 3, 4, 5) is conditional on department size.  We
have the level-3 equation:  

γkj = θk0 + θk1log(DeptSizej) + wkj (3)

where θk0 (k = 0, 1, 2, 3, 4, 5) represents the average effect
across departments, and θk1 (k = 0, 1, 2, 3, 4, 5) represents the
marginal effect of department size.  And the level-3 residual
wkj (k = 0, 1, 2, 3, 4, 5) represents how much a department j
deviates from an average effect that is a function of depart-
ment size; wkj is i.i.d. following a normal distribution with a
mean of 0 and a standard deviation of σwk. The level-3 equa-
tion captures departmental unobserved heterogeneity by
allowing the coefficients vary from department to department,
conditioning on its size.

612 MIS Quarterly Vol. 43 No. 2/June 2019



www.manaraa.com

Wang et al./Unauthorized Access Attempts on Information Systems

Combining level-1, level-2, and level-3 equations, we have
the reduced model, that is, the single equation version of the
multilevel model:

(4)
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In this model, the fixed effects to be estimated include Tt, θk0

and θk1 (k = 0, 1, 2, 3, 4, 5), and d.  The random effects to be
estimated are the variances of the residuals, that is, eijt, ukij (k
= 0, 1, 2, 3, 4, 5), and wkj (k = 0, 1, 2, 3, 4, 5).  The combined
model has a composite error structure with 13 terms. 

We used the HPMIXED procedure in SAS to estimate all
models.  Designed for models involving a large number of
fixed effects, random effects, and/or observations, the
procedure is optimized with a number of specialized high-
performance techniques.  The procedure uses the restricted
maximum likelihood (REML) method (Patterson and Thomp-
son 1971).  Compared with the full maximum likelihood
method, REML estimates have less bias and lead to better
estimates, especially when the number of groups is small
(Bryk and Raudenbush 1992).  However, with REML, the
deviance statistics can only be used to examine the impor-
tance of random effects by comparing two models whose
specifications differ only in their variance components.  In
addition, the procedure does not estimate the standard
deviation of error variance.  

Estimation Results

We first analyzed intra-class correlations (ICCs) at three
levels:  within employee (i.e., between months), between em-
ployees, and between departments.  ICCs indicate the propor-
tion of variance at different levels and reflect both within-
group homogeneity and between-group heterogeneity (Shrout
and Fleiss 1979).   We relied on an intercept-only regression
model (or an empty model) to calculate ICCs (Hox 2002)
specified as

RejPCNTijt = β0i(j) + eijt

β0i(j) = γ0i + u0ij (5)
γ0i = θ00 + w0j

Its single-equation version is

RejPCNTijt= θ00 + w0j + u0ij + eijt

(6)

We show the ICC for each level as below:

(7)
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The results suggest that 79.1% of the total variance in
RejPCNTijt is within-employee (or between-month) variance,
19.8% is between-employee variance,13 and 1.1% is between-
department variance.

Table 5 summarizes the converged results of the model.  As
we can see, the fixed effects of apps, off-hour accesses, conf,
off-site accesses, and log(DeptSize) all significantly support
H1, H2, H3, H4, and H5(a).  The cross-level interaction terms
are significant, except Apps*Log(DeptSize), therefore sup-
porting H6(c), H6(d) H6(e), and H6(f), but not H6(b).  We
also see that ActiveDays negatively impacts unauthorized
attempts, indicating that more active users are less likely to
make unauthorized attempts.  The model explains 52.3%
within employee variance (i.e., level-1 residual variance),
34.2% between employee variance (i.e., level-2 residual
variance), and 70.1% between department variance (i.e.,
level-3 residual variance).14

13Another way to calculate it is to add both variance components for em-
ployees and departments in the numerator of the equation (Hox 2002), which
can be interpreted as the expected correlation between two randomly chosen
employees within the same department.  The value is not much different from
the one we have reported.

14It is calculated based on the proportion of variance explained suggested in
Raudenbush and Bryk (2002):   for  σ2

e, σ
2
μ0, σ

2
w0 at different levels:
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Table 5.  Percentage of Sessions with Unauthorized Attempts in a Month:  Three-level Models
(n = 51,348)

Model Parameters Estimated Fixed Effects Estimated Variance of Random Components

Month Fixed Effect Included Residual (σ2
e) 5.532

Intercept Included Employee-Level Variance

Apps   0.112** Intercept (σ2
u0)      1.917

Conf 0.064*  Apps (σ2
u1)      0.104

Off-hour    1.770***  Conf (σ2
u2)      0.785

Off-site    5.163*** Off-hour (σ2
u3)      9.595

Off-hour*Off-site    16.635*** Off-site (σ2
u4)    137.580

Log(DeptSize) 0.084* Off-hour*Off-site (σ2
u5)  1480.130

Apps* Log(DeptSize)            0.023 Department-Level Variance

Conf * Log(DeptSize) 0.058** Intercept (σ2
w0) 0.047

Off-hour * Log(DeptSize)   0.888*** Apps (σ2
w1) 0.018

Off-site * Log(DeptSize) 0.882** Conf (σ2
w2) 0.003

Off-hour * Off-site * Log(DeptSize)   7.186*** Off-hour (σ2
w3) 0.876

ActiveDays  -0.042*** Off-site (σ2
w4) 3.717

MODEL FIT  Off-hour*Off-site (σ2
w5)   38.534

Deviance 257667

AIC 257693

 ***< .001; **< 0.01; *< 0.05

Robustness Analyses

We employed the same process described above and esti-
mated the two-level models without including the random
components at the department level or wkj.  We obtained
similar results as in Table 5, but all three-level models have
smaller deviance and AIC as compared with their corre-
sponding two-level models.  Chi-square tests indicate the
three-level models provide a significantly better fit with the
data (p < 0.001) than the corresponding two-level models,
thus justifying the use of three-level models for data analysis. 

Multilevel criminal opportunity theory has stemmed from
rational choice assumptions.  If unauthorized access attempts
are honest mistakes and not the result of rational choices, then
the model may not explain such attempts well.15  Considering
that new users might be more likely to make honest mistakes,
we verify this conjecture based on the behavior of new
employees who joined the institution in March 2014 or later. 
We estimated the models based on the new employees’
behavior in their first month and in their first two months
separately.  Table 6 summarizes the results.  As new em-
ployees have only limited observations (i.e., one for first
month, or two for the first and second months) in the data set,

we therefore omitted the employee level but include the
department level in this regression.  For new employees’ first-
month behavior, only off-site is significant.  For new em-
ployees’ first two months, off-site and off-hour*off-site are
marginally significant.  These results are very different from
those in Table 5.  Therefore, we conclude that the proposed
model does not sufficiently explain new employees’ unauth-
orized access attempts.  This could be due to the fact that new
employees’ unauthorized access attempts behavior (honest
mistakes) are not driven by their rational choice, the assump-
tion behind the multilevel criminal opportunity theory.

Another concern is that the results could be driven by reverse
causality (or simultaneity bias).  Offenders who want illegi-
timate access may choose to work at off sites and/or at off
hours.  In other words, rational choices guide motivated
offenders to work at off sites and/or at off hours.16  To address
this issue, we followed prior studies (Steele et al. 2007) and
developed a simultaneous equation model (SEM).  We col-
lected data for two instrumental variables (one for off-hour
access, the other for off-site access), both based on em-
ployees’ job (or role) needs for off-hour or off-site access.  

15We thank an anonymous referee for pointing this out.

16We thank Dr. Pamela Wilcox for the insight into this situation (private
communication).
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Table 6.  Model Estimation with New Users

New Users
(first month n = 4507)

New Users
(first two months n = 7245)

FIXED EFFECTS   

Month Fixed Effect – Included

Intercept Included Included

Apps 0.235 0.215

Conf 0.112 0.066

Off-hour 1.222 2.039

Off-site    20.946***     16.727***

Off-hour*Off-site       14.511 26.309*

Log(DeptSize)       -0.228           -0.437

Apps*Log(DeptSize)       -0.231           -0.065

Conf*Log(DeptSize)        0.042           -0.068

Off-hour*Log(DeptSize)      -1.132           -0.088

Off-site*Log(DeptSize)       2.592            0.508

Off-hour* Off-site* Log(DeptSize)      -2.811            2.800

VARIANCE of RANDOM COMPONENTS

Residual (σ2
e) 104.940 107.150

Department-Level Variance

Intercept (σ2
w0)   3.752 7.499

Apps (σ2
w1) 0.250 0.145

Conf (σ2
w2)    0.015 0.085

Off-hour (σ2
w3)    46.501           17.949

Off-site (σ2
w4)         355.640         367.670

Off-hour*Off-site (σ2
w5)         1747.780        1884.460

MODEL FIT

Deviance 34018 55496

AIC 34032 55510

 ***< .001; **< 0.01; *< 0.05; ^< 0.1

The instrumental variable for off-hour access is at the depart-
ment level.  In this financial institution, some departments
have business needs that may require some (but not all)
employees    in the department to sometimes work outside of
the institution’s regular working hours.  This means that while
the standard working hours for all employees in this depart-
ment are normally within the regular hours of the institution,
business needs could arise in an ad hoc manner and require
some employees to work off-hours on some days and others
on different days.  For example, there are several back-office
operations, such as check sorting, information technology
maintenance, and account reconciliation, that need to be done
outside of regular hours when requested or as assigned to their
calendar on an ad hoc basis.

To determine the need of working off-hours, we contacted a
manager of human resources in the institution.  The manager

reviewed the objectives of each department along with its
need to work outside of regular business hours.  Based on the
nature of departmental operations, a rating of 1 to 5 was
assigned as the value for the variable off-hour-needed.  This
rating reflected the likelihood of a department having ad hoc
business requests for some employees to work outside of
regular institutional hours.  Most of the front-office depart-
ments available only during business hours were rated 1 or 2,
depending on whether there were any pre-opening and post-
closure activities in that department.  Since no department has
an extreme demand for working off-hours, the highest rating
is 4.  An example is the investment service department.  A
majority of the employees in the department finish their job
duties during regular hours and leave for the day.  But dif-
ferent employees on different days may have to work longer
to account for the daily performance of financial portfolios.
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Table 7.  Percentage of Sessions with Unauthorized Attempts in a Month:  Three-level Models
(n = 51,348)

Model Parameters Model 1 

Model 2

Attempts Off-hour Off-site

FIXED EFFECTS     

Month Fixed Effect Included Included Included Included

Intercept Included Included Included Included

Unauthorized Attempts – – 0.001   0.007**

Off-hour-Needed – –   0.020^ –

Internet-Enabled – – –   0.407***

Apps 0.138*** 0.152*** – –

Conf 0.012 0.019 – –

Off-hour 1.414*** 1.567*** – –

Off-site 2.815*** 3.762*** – –

Off-hour*Off-site 7.256*** 8.755*** – –

Log(DeptSize) 0.028 0.030 -0.016^ -0.011

Apps*Log(DeptSize) 0.010 0.015* – –

Conf *Log(DeptSize) 0.048** 0.060*** – –

Off-hour*Log(DeptSize) 0.789*** 1.017*** – –

Off-site*Log(DeptSize) 0.396*** 0.494*** – –

Off-hour* Off-site* Log(DeptSize) 3.646*** 4.620*** – –

ActiveDays 0.051*** 0.052*** 0.004*   0.001

VARIANCE of RANDOM COMPONENTS

Residual (σ2
e) 11.125 3.282

Intercept (σ2
μ0) (Employee) 3.097 4.5834    0 0

Intercept (σ2
w0) (Department) 0.098 0.102  0.001 0.004

MODEL FIT

Deviance 277940 639687

AIC 277946 639697

 ***< .001; **< 0.01; *< 0.05; ^< 0.1

The instrumental variable for off-site access is at the em-
ployee level.  We considered that an employee’s role could be
defined based on the applications they could legitimately
access.  Because of the nature of the business they support,
some applications allow users access from off-site locations
via the internet.  We therefore defined a metric:  internet-
enabled, which is the percentage of internet-accessible appli-
cations in an employee’s system profile.  We also confirmed
with the VP of Information Security at the institution that the
system interfaces and functions are the same for internet-
based and intranet-based visits.  Therefore, employees are not
more likely to make mistakes on internet-enabled systems
than on others due to the design of the applications.

As these two variables (off-hour-needed and internet-enabled)
are derived based on the business requirements of employee
roles, theoretically, they should not lead to intentional unau-
thorized attempts and therefore serve the purpose of the

instrumental variables.  To make the SEM model manageable,
we did not include random coefficients but only the random
intercept in the hierarchical model.  For comparison purposes,
we first estimated the model without introducing the instru-
mental variables (Model 1).  Then, we followed the estimation
approach described in Steele et al. (2007) to estimate the
simultaneous model (Model 2).  We first performed likelihood
ratio tests to determine whether off-hour and off-site access
are significantly related to their corresponding instrumental
variable.  We find that off-hour-needed is significant for off-
site access and internet-enabled is significant for off-hour
access, all with p < 0.001. 

With off-hour or off-site access as the dependent variable, we
fitted and compared two models:  with and without the
instrument variable.  Table 7 summarizes the results.  It shows
that the likelihood of off-hour access is positively influenced
by off-hour-needed and employees’ average active days per
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month, but not by unauthorized access attempts and depart-
ment size.  The likelihood of off-site access is positively
influenced by unauthorized access attempts and internet-
enabled, but not by department size and average active days
per month.  We can also see that with the introduction of the
instrumental variables, the result of Model 2 is largely con-
sistent with that of Model 1 and those in Table 5.  Note that
the interaction between apps and department size is now
significant.

Discussion and Conclusion

This study utilizes user behavioral analytics and extends
multilevel criminal opportunity theory to better understand
how opportunity contexts lead to unauthorized access at-
tempts on information systems.  It uses six months of log data
from the ESSO system in a financial institution for hypothesis
testing in response to the call for studies to utilize field data
and advance our understanding of insider behavior.  For data
analyses, we employed multilevel modeling as an effective
way to examine the data with a hierarchical structure and
better estimate the effects of variables at different levels as
well as their cross-level interactions.  Table 8 summarizes the
results of hypothesis testing.  The results indicate that the
number and the confidentiality of accessible applications,
access time, access location, and department size, as well as
their interactions, play important roles in employees’ number
of unauthorized access attempts.  This study highlights the
importance of contextual explanations of insider activities and
sheds lights on the role of opportunity contexts in insider
threats.

Contribution to Theory

So far as we are aware, this is among the first studies that
examine the predictive validity of multilevel criminal oppor-
tunity theory in the context of information systems security. 
Multilevel criminal opportunity theory is a general theoretical
framework that offers an explanation of the situational causes
of crimes.  The testing of the theory often requires contex-
tualization (Hong et al. 2013; Johns 2006), given different
types of crimes with varying environmental settings.  Such
contextualization often occurs in construct identification,
model formulation, measurement, and result interpretation
(Rousseau and Fried 2001).  While much research in crimin-
ology has utilized the theory for different traditional crimes,
such as predatory crimes (Cohen and Felson 1979; Hindelang
et al. 1978; Wilcox et al. 2003), none has been carried out in
the context of information security.  This study makes an ef-
fort to contextualize the theory to insider threats, thereby
extending the utilization of multilevel criminal opportunity

theory.  Our contextualization is important, given the diffi-
culty in data collection from an offender perspective that
relies on primary (as opposed to secondary) data collection
methods over time.

The use of large-scale field data along with quantitative
methods is an important strength of this work.  Such an ap-
proach not only helps accomplish the main objective of
understanding the impact of opportunity contexts on insider
behavior, but also provides an analytic tool in identifying
contributing factors to insider threats in different organiza-
tions (Johns 2006).  Due to their dependence on information
technologies and the highly sensitive nature of the stored data,
financial institutions are especially susceptible to insider
threats (Randazzo et al. 2004), but they are also particularly
conservative in sharing security-related data (Kotulic and
Clark 2004).  Access to log data has presented a unique
opportunity for user behavior analytics through suspicious
activity monitoring (Nurse et al. 2014) to understand insider
behavior in a natural setting inside a financial institution. 
While prior research has relied primarily on behavioral
intentions or qualitative analyses to understand insider threats
as discussed in the literature review, the use of field data in
this paper fills this void.  

Although opportunity is a necessary condition of computer
crimes, prior empirical studies in behavioral information
security and insider threats have mostly examined organiza-
tion factors and individual motives or traits driving insider
behavior that pose threats to digital assets.  To date, few
empirical studies have been dedicated to investigating how
opportunity contexts lead to insider exploitation of digital
assets.  By extending multilevel criminal opportunity theory
to the domain of insider threats, this study provides empirical
evidence for the importance of opportunity contexts in insider
threats.  Together with other like-minded theories that focus
on the importance of opportunity in insider threats (Padaya-
chee 2016; Willison and Siponen 2009), this study advances
information security research for situational prevention.

Furthermore, the study incorporates both individual-level and
department-level factors and examines the effects of oppor-
tunity contexts.  Our analyses validate the claim rooted in
crime opportunity theory:  opportunity contexts for insider
threats consist of factors at different levels in an organization
(Wilcox et al. 2003).  Taking account of the ways in which
individual-community interactions work, we find significant
moderating effects of department size.  The results demon-
strate that the effects of individual-level contexts may be
amplified in some departments due to departmental charac-
teristics.  Therefore, it is important to take account of both
individual and community characteristics in investigating
insider threats.
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Table 8.  Results of Hypothesis Testing

Hypothesis  Results

H1:  When employees have greater scope of access to information applications, they are more likely to
make unauthorized access attempts.

Supported

H2:  When employees have access to more valuable data, they are more likely to make unauthorized
access attempts.

Supported

H3:  When employees access at times when guardianship is ineffective, they are more likely to make
unauthorized attempts.

Supported 

H4:  When employees access from locations where guardianship is ineffective, they are more likely to
make unauthorized attempts.

Supported

H5:  The interaction between temporal and spatial realization is positively associated with unauthorized
access attempts.

Supported

H6(a):  Employees from larger departments are more likely to have higher unauthorized access
attempts.

Supported

H6(b):  Department size reinforces the effect of scope of accessed applications on unauthorized access
attempts.  

Not Supported

H6(c):  Department size reinforces the effect of data value of accessed applications on unauthorized
access attempts.  

Supported

H6(d):  Department size reinforces the effect of temporal realization on unauthorized access attempts. Supported

H6(e):  Department size reinforces the effect of spatial realization on unauthorized access attempts. Supported

H6(f):  Department size reinforces the effect of the interaction of temporal and spatial realization on
unauthorized access attempts.

Supported

Implications for Practice

With the increasing trend of allowing employees to have a
flexible schedule in organizations, more and more employees
work after regular hours and/or from remote locations.  Since
many millennials are joining the workforce, such a practice
may not only reduce a company’s costs related to office
space, equipment, parking, etc., but may also help boost em-
ployee morale and productivity by improving work–life
balance (Kossek and Ozeki 1999).  However, these practices
pose unique challenges to information security management. 
In addition, recent trends around augmenting company staff
by hiring more contractors and allowing vendors remote
access have exacerbated the already risk-prone environment
(Colwill 2009).

Empowering workers with access to systems and data from
anywhere and at any time is rapidly morphing the traditional
threat landscape, suggesting the need for a major recalibration
of access management practices and strategy (Yue et al.
2007).  Our study helps security managers better understand
how employee activities may change along with their sur-
roundings.  Therefore, management can create a dynamic risk
profile for employees, one that not only relies on static
attributes of the users, but also considers the characteristics of
where and when access is initiated.  As a VP of Information
Security in the financial institution whose data we used notes:

As security and risk managers, we are always
reviewing our practices and controls that form our
security posture to be able to adapt to trends in
emerging threats.  Allowing off-site and off-hour
accesses has resulted in the emergence of new
patterns of access that pose real threats to our
security program.  A study that can provide insights
into how threats have shifted is very valuable for our
institution to adapt our control environment.

In the light of two recent simultaneously occurring phen-
omena—advancements in authentication and authorization
technologies and realization of the benefits of those tech-
nologies—companies are increasingly adopting policy-based
adaptive authentication methods for both employee- and
customer-facing systems.  Furthermore, risk-based adaptive
authentication systems are being used as “step-up” measures
to challenge selected “authenticated users” based on a set of
predefined policies.  The challenge (e.g., out-of-band ques-
tions, second factor, call-back at a registered phone number)
is posed to those users based on their risk profiles.  Our
results suggest the risk profiles for adaptive authentication
should consider time of user access, access location, the
history of application access, and characteristics of the
department the user is in.
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Companies can also take cues from the results of this study to
ensure application access privileges for larger departments are
engineered with elevated risk considerations, particularly
when off-hour and/or off-site access is allowed.  Those con-
siderations could include fine-grained access and policy-based
review of access logs.  

Finally, for security managers, our findings can inform the
development of situational crime prevention techniques
through changes in the conditions and circumstances that
foster insider crimes.  Compared with traditional approaches
such as modifying the psychological drives of potential
offenders or the features or behavioral patterns of potential
victims, opportunity-driven crime prevention  methods could
be easier to implement and generate more productive out-
comes (Padayachee 2016; Willison and Siponen 2009).

Limitations and Future Studies

Our study has several limitations.  First, we relied on the
systems access data from one organization; thus, the gener-
alizability of the study may be improved with data from
multiple organizations.  Second, unauthorized access attempts
could be honest mistakes.  The explanatory power of the
model may be further improved if we can completely elimin-
ate unintentional mistakes and identify malicious attempts. 
Third, because of the limitation of the data, our models did
not incorporate employee traits.  Future research can investi-
gate how individual traits explain individual-level variance of
unauthorized access attempts and the impact of contextual
variables.  Fourth, our research model only considers that
insiders develop their awareness space via their own experi-
ences.  It is also possible that insiders learn about information
systems from their coworkers.  Fifth, we need to interpret new
users’ behavior with caution.  Detailed individual differences
among new users could be further explored.  For example,
some potential offenders may be conservative or exploratory
when they join a new firm.  How to identity those new users
may be an interesting direction for further exploration.  Last,
we shall also be aware that the authorization events recorded
by the single sign-on system are only at the page (or URL)
level.  It cannot observe if the restrictions to data access is
embedded within application code logic or enforced at the
database level.
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Appendix A

Prior Studies of Insider Threats

Researchers have used the lens of social sciences to examine the characteristics of insider threats to understand motivation and subsequently
develop appropriate organizational policies (Hunker and Probst 2011).  Based on a database of insider threat cases, researchers in the CERT
Insider Threat Center conducted a number of case studies to examine personal predispositions, organizational factors, and behavioral cues of
malicious insiders (Cappelli et al. 2008; Cummings et al. 2012; Randazzo et al. 2004).  Other researchers have also suggested various individual
characteristics and organizational factors that may lead to insider threats (Costa et al. 2016; Liang et al. 2016; Magklaras and Furnell 2001, 
2005; Shaw et al. 1998).  Relying on those findings, predictive and analytical models have been proposed to identify malicious insiders (e.g.,
Band et al. 2006; Bishop et al. 2010; Maybury et al. 2005; Moore et al. 2008a; Nurse et al. 2014; Schultz 2002; Shaw et al. 1998).  In particular,
Gheyas and Abdallah (2016) provide a systematic literature review and meta-analysis of studies in detection and prediction of malicious
insiders.  Table A1 lists some example studies.

Additionally, a major stream of studies in the area of information systems examines what motivates employees to comply with or violate
organizational security policies.  Table A2 lists some example studies.  Both Cram et al. (2018) and Teodor et al. (2014) carry out an extensive
review of relevant journal articles and summarize organizational and individual factors (e.g., dispositional traits, sanctions, rewards, etc.).  Most
have conducted cross-sectional surveys to collect data, with the respondents’ intention as the dependent variable.  

Moreover, several studies have drawn upon environmental criminology and situational crime prevention (SCP) to address system risk from
the offender's perspective (Willison 2006; Willison and Backhouse 2006; Willison and Siponen 2009).  The fundamental premise of SCP is
that crimes (cybercrimes or others) occur when a person has both motive and opportunity, so by either removing motive or denying a malicious
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user an opportunity, one can help prevent crimes (Cullen and Agnew 2011).  In short, SCP believes manipulating opportunities is a more
promising crime prevention strategy than trying to make people less criminally inclined (Clarke 1980).  Similar concepts such as problem-
oriented policing and crime prevention through environmental design all seek to reduce opportunities for crime in practical ways at low social
and economic cost (Cohen et al. 1980).  Along this line, some conceptual frameworks have been proposed to mitigate insider threats from an
opportunity-based perspective (Beebe and Rao 2005; Padayachee 2013, 2015, 2016; Willison 2006; Willison and Backhouse 2006; Willison
and Siponen 2009).  However, most of these discussions and investigations are conceptual or qualitative in nature.  Empirical evidence through
the application of environmental criminology such as multilevel criminal opportunity theory is sparse.

To help fill in the literature gap, this study empirically investigates the applicability of environmental criminology, specifically multilevel
criminal opportunity theory, to explain unauthorized access attempts.  We contextualize the aforementioned theory in the domain of insider
threats and examine the role of opportunity contexts in driving insider threats to information systems in a financial institution.  

Table A1  Example Studies in Insider Threats

Reference Methodology Theory Data  Major Findings

Shaw et al. (1998) Qualitative study N/A Interviews with
convicted criminals

Psychological characteristics, such as computer dependency,
ethical flexibility, and lack of empathy as potential indicators of
a risk for destructive and potentially illegal behavior.

Straub and Welke
(1998) 

Qualitative study General deterrence
theory, and model of
managerial decision
making

Two information
services Fortune 500
firms

Managers should initiate a theory-based security program that
includes (1) use of a security risk planning model, (2) education
in security awareness, and (3) Countermeasure Matrix
analysis.

Shaw et al. (1999) Case Study N/A 46 cases with
sufficient details from
a DoD-sponsored
project in 1997

Staff security awareness should be considered as sine qua non
for a sound insider strategy, and describe three levels of user
awareness: perception, understanding, and prediction.

Willison (2000) Conceptual
development

Situational crime
prevention (SCP):
Environmental
criminology

N/A Crimes (cyber crimes or others) occur when a person has both
motive and opportunity—so by either removing motive or
denying a malicious user an opportunity, we can help prevent
crime.

Lee and Lee (2002) Conceptual
development 

Theory of planned
behavior, social
bond theory and
social learning
theory

N/A Model of computer abuse uses social criminology theories to
account for why a person commits computer abuse and what
factors significantly affect the computer abuse decision. 

Beebe and Rao
(2005)

Conceptual
development

Situational crime
prevention theory

NA Situational crime prevention theory may offer new insights into
improving IS security effectiveness by reducing the criminal’s
anticipated rewards from the crime.

Theoharidou et al.
(2005) 

Critical analysis Criminology theories 800 organizations ISO17799 follows the General Deterrence Theory.
Consequently, it emphasizes on measures such as posing
sanctions, reinforcing access control, and implementing
training and awareness programs.  

Band et al. (2006) and
Moore et al. (2008b)

Analytical
modeling

System dynamics Insider IT sabotage
and espionage
cases

Behaviors, motivations, and personality disorders are asso-
ciated with insider crimes such as antisocial or narcissistic
personality.

Willison (2006);
Willison and
Backhouse (2006)

Case study Routine activity
theory, environ-
mental criminology,
rational choice
perspective

Baring Bank case It addresses systems risk from the offender's perspective. A
model known as “crime-specific opportunity structure” is
proposed. The model aids the conceptualization of the relation-
ship between the offender, the organizational context, the
requisite safeguards and the departments responsible for
them.

Humphreys (2008) Critical analysis NA NA ISO/IEC 27001 can be used by different sectors and various
organizations. It provides a flexible holistic approach to
information security in the sense that it addresses people,
process, legal and IT aspects.

Colwill (2009) Critical analysis Human factors and
security risk
management

N/A Insider threats to information security cannot be totally elim-
inated but it can be assessed and managed. Human factors
provide practical levers to gain a better understanding of the
real risks facing organizations in today’s global commercial
environment.
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Reference Methodology Theory Data  Major Findings

Bishop et al. (2010) Analytical
modeling 

Predictive analytics N/A Traditional cyber security audit data and psychosocial data can
be integrated to predict possible insider exploits. However,
certain types of errors that one expects in a predictive system
can affect the usefulness of the results.  

Munshi et al. (2012) Critical analysis Various theories
used in insider
threats research

Academic research
and
reported incidents  

A holistic conceptual model is needed to encapsulate a
broader perspective of the insider situation and reflect more
closely empirical experiences. 

Padayachee (2013),
Padayachee (2015),
Padayachee (2016) 

Conceptual
development 

Rational choice
theory, routine
activities theory,
situational crime
prevention 

A three-round
Delphi process with
23 experts from the
industry

A conceptual framework was developed to mitigate the insider
threat from an opportunity-based perspective. The exploratory
evaluation of opportunity-reducing techniques may inform
organizations in designing controls and are situationally
appropriate to mitigate insider threats. 

Willison and
Warkentin (2013)

Conceptual
development

N/A N/A Extends Straub and Welke’s (1998) security action cycle
framework and proposes three areas for empirical investiga-
tion—techniques of neutralization (rationalization), expressive/
instrumental criminal motivations, and disgruntlement as a
result of perceptions of organizational injustice.

Liang et al. (2016) Analytical
modeling

Trait theory 133 real-world cases
of offenders from
military units, intelli-
gence agencies, and
business
organizations 

It validates malicious insider characteristics identified in
previous research, thereby establishing a foundation for more
comprehensive research in the future.

Table A2.  Example Studies in Information Security

Reference Research Question Methodology Theory
Independent

Variables
Dependent
Variables Data Major Findings

Abuse and Misuse of IS Resources

Straub and
Nance
(1990)

1. How is computer
abuse discovered in
organizations? 
2. How are identified
computer abusers
disciplined?

Field study Deterrence
theory

Abuse type, 
target asset,
organization size, 
organization
industry

Incident
discovery:
accidental
discovery,
normal system
controls.

Victimization
surveys of 1,063
randomly selected
members of the
Data Processing
Management
Association

Detection and
punishment of
violators reduce
computer abuse.

Straub
(1990)

1. Have IS security
deterrents been
effective in lowering
computer abuse? 
2. Can rival
explanations explain
lower incidence of
computer abuse?

Survey study Deterrence
theory

Deterrents: IS
security efforts,
dissemination of
information about
penalties, guide-
lines for acceptable
system use, policies
for system use

Computer abuse:
number of
incidents, actual
dollar loss,
opportunity dollar
loss

Survey collected
from 1,211
randomly selected
organizations

Use of IS security
deterrents resulted in
a decreased inci-
dence of computer
abuse. The effective
deterrents increase
employees' risk of
getting caught .

Gopal and
Sanders
(1997)

How do preventive
and deterrent
controls to counter
software piracy
impact on software
publisher profits?

Analytical
modeling,
survey study

Deterrence
theory

Preventive control,
deterrent control

Profitability Policy statements
prohibiting software
piracy and warning of
its legal conse-
quences resulted in
lower piracy inten-
tions. Preventive
controls decrease
profits, but deterrent
controls can poten-
tially increase profits. 

Deterrence
information, ethical
index, gender, age

Club size Questionnaires
collected from 130
MBA students

Lee et al.
(2004)

How do social control
theory and general
deterrence theory
explain computer
abuse?

Survey study Social
control
theory,
general
deterrence
theory

Security awareness,
physical security
system, attachment,
commitment,
involvement, norms,
self defense, etc. 

Invaders’ abuse, 
Insiders’ abuse

Questionnaires to
500 MBA students
and 500 middle
managers in six
Korean
companies.

Deterrence factors
influence self
defense intention
(SDI) and organiza-
tional factors signifi-
cantly affect induction
control intention (ICI).
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Reference Research Question Methodology Theory
Independent

Variables
Dependent
Variables Data Major Findings

D'Arcy et al.
(2009)

How to develop an
extended deterrence
theory model to
better explain the
relationships between
security countermea-
sures, sanction
perceptions, and IS
misuse?

Field study Deterrence
theory

User awareness,
SETA program,
computer
monitoring

IS misuse
intention

269 computer
users from eight
different
companies

Three practices deter
IS misuse: user
awareness of security
policies; security
education, training,
and awareness pro-
grams; and computer
monitoring.  Per-
ceived severity of
sanctions is more
effective in reducing
IS misuse than
certainty of sanctions. 

Policy Compliance

Harrington
(1996)

1. Do codes deter
unethical behavior of
IS employees? 
2. Is the effect of
codes moderated by
the psychological
traits of the IS
employee?

Survey study Deterrence
theory

RD, Robin Hood,
Rationalization,
Intention, Less
Damaging
Judgment, Less
Damaging Intention

Cracking
Judgement,
Cracking
intention, Copy
S/W Judgement,
Copy S/W
Intention, etc.

Questionnaire
given to 219 IS
employees in 9
organizations in
the northeastern
Ohio area

Codes of ethics
applied to the organi-
zation generically did
not affect employees'
judgements or inten-
tions to commit
computer abuse.

Myyry et al.
(2009)

What levels of moral
reasoning and values
explain adherence to
information security
rules?

Survey study Theory of
cognitive
moral
develop-
ment;
theory of
motivational
types of
values

Preconventional
reasoning, conven-
tional reasoning,
postconventional
reasoning, open-
ness to change,
conversation. 

Hypothetical
compliance with
information
security policy,
actual com-
pliance with
information
security policy

132 respondents
(clerical em-
ployees in a tech-
nical service
center, or part-
time master's
students with work
experience in
Finland)

People who exhibit
preconventional
moral reasoning are
more likely to obey
the policies. 

Siponen
and Vance
(2010)

Can neutralization
theory provide a
compelling
explanation for IS
security policy
violations and offers
new insight into how
employees rationalize
this behavior?

Field study Neutralizati
on theory,
deterrence
theory

Defense of
Necessity, appeal to
higher loyalties,
condemn the
condemners,
metaphor of the
ledger, denial of
injury, denial of
responsibility, etc.

Intention to
violate IS
security policy

Over 360
administrative
personnel from
three organiza-
tions in Finland

Employees may use
neutralization tech-
niques to minimize
the perceived harm
of their policy viola-
tions. This  rationa-
lizing behavior
reduces the deterring
effect of sanctions. 

Bulgurcu et
al. (2010)

1. What are the
broad classes of an
employee's beliefs
about the overall
assessment of
consequences of
compliance or non-
compliance that
influence attitude
toward compliance
and, in turn, intention
to comply with the
ISP? 
2. What are an
employee's beliefs
about the outcomes
of compliance and
noncompliance that
influence beliefs
about the overall
assessment of
consequences? 

Survey study Theory of
planned
behavior

Information security
awareness,  per-
ceived benefit of
compliance, intrinsic
benefit, safety of
resources, rewards,
perceived cost of
compliance, work
impediment,
perceived cost of
noncompliance,
intrinsic cost,
vulnerability of
resources, sanct-
ions, attitude,
normative beliefs,
self-efficacy to
comply

Intention to
comply

464 panel
members provided
by a US profes-
sional market
research company

Employee's intention
to comply with the
information security
policies is signifi-
cantly influenced by
attitude, normative
beliefs, and self-
efficacy to comply.
Outcome beliefs
significantly affect
beliefs about overall
assessment of
consequences, and
therefore significantly
affect an employee's
attitude. Furthermore,
information security
awareness positively
affects both attitude
and outcome beliefs.
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Reference Research Question Methodology Theory
Independent

Variables
Dependent
Variables Data Major Findings

Johnston
and
Warkentin
(2010)

How do fear appeals
modify end user
behavioral intentions
associated with
recommended
individual computer
security actions?

Laboratory
experiment

Protection
motivation
theory

Perceived threat
severity, perceived
threat susceptibility,
response efficacy,
social influence, self
efficacy 

Behavioral intent 275 faculty, staff,
and students from
multiple units at
one large
university

Fear appeals do
impact end user
behavioral intentions
to comply with
recommended
individual acts of
security, but the
impact is not uniform
across all end users. 

Guo et al.
(2011)

What factors
influence end user
attitudes
and behavior toward
organizational IS
security?

Survey study Composite
behavior
model (an
extension to
the theory
of reasoned
action)

Attitude toward
security policy,
relative advantage
for job performance,
perceived security
risk, perceived
sanctions, etc.

NMSV intention 335 computer
users via both
paper-based
(approached at
business
buildings) and
Web-based
surveys

Utilitarian outcomes,
normative outcomes,
and self-identity
outcomes are key
determinants of end
user intentions to
engage in non-
malicious security
violation. 

Xue et al.
(2011),
similar
studies:
Liang et al.
(2013),
Chen et al.
(2012)

How does
punishment affect
employee compliance
intention in
mandatory IT
settings?

Field survey Punishment
research
and justice
theory

Actual punishment,
Punishment expec-
tancy, Perceived
justice of punish-
ment, Satisfaction,
Perceived useful-
ness, Perceived
ease of use 

Compliance
intention

118 ERP users at
one of China's top
500 enterprises

IT compliance inten-
tion is strongly influ-
enced by perceived
justice of punish-
ment, which is nega-
tively influenced by
actual punishment. 

D'Arcy et al.
(2014)

How does employee
stress caused by
burdensome and
ambiguous informa-
tion security require-
ments impact em-
ployee’s deliberate
information
security policy
violations?

Survey study Coping
theory

Security-related
stress:  overload,
complexity, uncer-
tainty; Moral disen-
gagement:  recon-
strue conduct,
obscure or distort,
devalue the target

ISP violation
intention

539 employee
users

Security-related
stress engenders an
emotion-focused
coping response in
the form of moral
disengagement from
ISP violations, which
in turn increases
one's susceptibility to
this behavior.

Vance et al.
(2015)

1. How can UI design
artifacts increase
perceptions of
accountability in the
users of a broad-
access system? 
2. Can increases in
user accountability
reduce intentions
to violate access
policies? 

Design
science

Account-
ability
theory

Identifiability,
expectation of
evaluation,
awareness of
monitoring, social
presence, perceived
accountability

Intention to vio-
late the access
policy

114 employees
with administrative
access to the
academic records
system of a large
private university 

Four user-interface
design artifacts were
developed to raise
users’ accountability
perceptions within
systems and in turn
decrease access-
policy violations. 

Hsu et al.
(2015)

1. What are the
consequences
of organizational in-
role and extra-role
security behaviors on
the effectiveness of
ISPs?
2. What is the role of
formal and social
controls in enhancing
in-role and extra-role
security behaviors in
organizations?

Survey study Social
control
theory

Department level:
extra-role
behaviors, in-role
behaviors

Department
level:  ISP
effectiveness

IS managers and
employees at
many
organizations

Extra-role behaviors
are important in
improving ISP
effectiveness. Formal
control and social
control individually
and interactively
enhance both in- and
extra-role security
behaviors.

Individual level:
involvement, attach-
ment, belief, com-
mitment, specifica-
tion, evaluation,
reward, social con-
trol, formal control

Individual level:
extra-role
behaviors, In-role
behaviors
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Appendix B

Comparison Between the Current Study and Wang et al. (2015)

Table B1 Comparison between the Current Study and Wang et al. (2015)

Wang et al (2015) Current Study

Research
Question

What kinds of IS applications are more likely to
experience unauthorized attempts?

Under what circumstances will insiders be more likely
to make unauthorized attempts?  

Unit of
analysis  

IS Application. Employee-month.

Dependent
Variables

1. The inter-arrival times of two consecutive
unauthorized attempts on an application.
2. The number of unauthorized attempts on an
application in a unit time.

The number of repeated unauthorized attempts an
employee had in a month.

Theoretical
Framework

Routine activity theory. Multilevel criminal opportunity theory.

Hypotheses Application characteristics that reflect value,
inertia, visibility, and accessibility contributes to
the victimization risk of an application.

Insiders accessing the IS applications under the
contexts presenting an opportunity to exploit will be
more likely to make unauthorized attempts.  

Analysis
Techniques

1. Survival analysis with a Weibull hazard
model.
2. Count data analysis with a zero-inflated
Poisson-Gamma model.

Multilevel linear regression.

Findings The study investigates victimization risk and
attack proneness associated with IS  applica-
tions. It supports the empirical application of
routine activity theory in understanding insider
threats, and provide a picture of how different
applications have different levels of exposure to
such threats.

This study investigates how opportunity contexts
impact employees’ unauthorized access attempts on
IS applications. It contextualizes multilevel criminal
opportunity theory and suggests the important roles of
contextual variables in leading to insider threats.
Further, it shows that the results do not align with
employees who might not know the systems well
enough and could be making mistakes.
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